
Probability Theory, Ph.D Qualifying, Fall 2016

Completely solve any five problems.

1. (a) Suppose that X and Y are independent random variables with the same exponential
density

f(x) = θe−θx, x > 0.

Show that the sum X + Y and the ratio X/Y are independent.

(b) Show that the mean µ of a random variable X has the property

min
c

E(X − c)2 = E(X − µ)2 = V ar(X).

2. Show that for any two random variables X and Y with V ar(X) < ∞,

V ar(X) = E[V ar(X|Y )] + V ar[E(X|Y )].

3. Show that random variables Xn, n ≥ 1, and X satisfy Xn → X in distribution iff

E[F (Xn)] → E[F (X)]

for every continuous distribution function F .

4. Let X1, . . . ,Xn be a random sample from a distribution with E(Xi) = 0 and V ar(Xi) = 1.
Show that as n → ∞,

Yn =

√
nSn

∑n
i=1 X

2
i

→ N(0, 1),

and

Zn =
Sn

√

∑n
i=1X

2
i

→ N(0, 1),

where Sn = X1 + · · ·+Xn.

5. Prove for iid random variables {Xn} with Sn = X1 + · · · +Xn that

Sn − Cn

n
→ 0 a.s.

for some sequence of constants Cn if and only if E|X1| < ∞.

6. Let {Xn} be iid random variables with E|X1| < ∞. Show that
∑

(−1)n Xn

n
converges a.s.

7. If {Xn} are iid L1 random variables, then
∑

∞

n=1
Xn

n
converges a.s. if either (i) X1 is symmetric

or (ii) E|X1| log+ |X1| < ∞ and EX1 = 0.

8. Let {ξn, n ≥ 1} be independent random variables such that for some 0 < p < 1, P (ξn =
1) = p, P (ξn = −1) = 1 − p = q. For n ≥ 1, let ηn =

∑n
k=1 ξk and ζn = (q/p)ηn . Show that

{ζn, n ≥ 1} is a martingale.


